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On Stackelberg Routing on Parallel Networks with Horizontal Queues 

Walid Krichene Jack Reilly 

Ahstract- In order to address inefficiencies of Nash equilib­
ria for congestion networks with horizontal queues, we study 
the Stackelberg routing game on parallel networks: assuming 
a coordinator has control over a fraction of the flow, and that 
the remaining players respond selfishly, what is an optimal 
Stackelberg strategy of the coordinator, i.e. a strategy that 
minimizes the cost of the induced equilibrium? 

We study Stackelberg routing for a new class of latency 
functions, which models congestion on horizontal queues. We 
introduce a candidate strategy, the non-compliant first strategy, 
and prove it to be optimal. Then we apply these results by 
modeling a transportation network in which a coordinator can 
choose the routes of a subset of the drivers, while the rest of 
the drivers choose their routes selfishly. 

I. INTRODUCTION 

A. Congestion games and Stackelberg routing 

Nash equilibria of congestion games (or user optimal 
assignments) have been extensively studied [9], [11], [13] 
and are known to be inefficient compared to the system 
optimum, where a coordinator assigns flow as to minimize 
a system-wide cost function. 

In order to address this inefficiency, many tools have 
been proposed, including congestion pricing [10], capacity 
allocation [6] and Stackelberg routing [12], [2], [15], [5]. In 
the Stackelberg routing game, a coordinator (leader) routes 
a fraction of the flow, then the remaining players (followers) 
respond selfishly [2], [12]. The objective of the coordinator 
is to minimize a system-wide cost function. 

Congestion games and Stackelberg routing on parallel 
networks have been studied extensively for the class of non­
decreasing latency functions, and it is known that computing 
the optimal Stackelberg strategy for this class of latency 
functions is NP-hard in the number of links. This led to 
considering polynomial time approximate strategies such as 
Largest Latency First and Scale [12], and several bounds 
have been shown on the efficiency of these strategies. While 
this class of latency functions provides a good model of 
congestion for a considerable range of networks, such as 
communication networks, it does not accurately model con­
gestion on networks with horizontal queues, such as trans­
portation networks [4], [8]. A new class of latency functions, 
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the HQSF latency class (horizontal queues, singled-valued 
in free-flow) is introduced in [7] to model congestion on 
horizontal queues. We study Stackelberg routing for this new 
class of latency. 

B. Motivating application: optimal routing of a subset of 

drivers and on highway networks 

Advances in technology have made it possible to interact 
with individual drivers on a traffic network and exchange 
information through GPS-enabled smartphone applications 
or vehicular navigation systems. These devices are used to 
provide the driver with relevant traffic information. They may 
also be used by a coordinator (a traffic control center) to 
provide routing advice that can improve the overall efficiency 
of the network. Naturally, when providing routing advice, the 
coordinator needs to take into account the possible response 
of other drivers to the resulting change in traffic conditions, 
hence the importance of the Stackelberg routing framework, 
in which a fraction of the population of drivers is assumed 
to be compliant to routing suggestions, and the rest of the 
drivers (non-compliant) are assumed to respond selfishly. 

We restrict our present work to the case of parallel 
networks. This simple network topology is of practical im­
portance to traffic planners [3], since numerous transportation 
networks can be modeled as parallel highways connecting 
two highly populated areas. We consider one such example 
in the numerical results section. 

C. Contributions 

We study the Stackelberg routing game on parallel net­
works for the HQSF latency class. We define non-compliant 

first (NCF) strategy and prove that it is an optimal Stack­
elberg strategy. This shows in particular that in this setting, 
optimal Stackelberg strategies can be computed in quadratic 
time in the size of the network. This result contrasts with 
the class of non-decreasing latency functions, for which 
computing the optimal Stackelberg strategy is NP-hard [12]. 
We then apply these results to model a real transportation 
network, quantify the decrease in inefficiency achieved by 
the NCF strategy, and identify ranges of the flow demand 
and compliance rates where optimal Stackelberg routing are 
most efficient. 

D. Organization of the Article 

We start by defining the Stackelberg routing game and 
the HQSF latency class in Section II, then review some 
properties of Nash equilibria for the routing game. The 
main results on optimal Stackelberg routing are presented 
in Sections III: we define the NCF strategy and prove that 
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it is optimal. This is followed by an example network in 
Section IV that illustrate the effects of optimal Stackelberg 
routing. 

II. PRELIMINARIES 

A. The Model: Stackelberg routing game and the HQSF 

latency class 

We consider a parallel network with a single source, a 
single sink (or destination) and N parallel edges (or links) 
indexed by n E {I, ... , N}. The network is subject to a 
constant positive flow demand r at the source. The state of 
the network is given by 

• a feasible flow assignment vector x E �� such that 
2::=1 Xn = r where Xn is the flow on link n, 

• a congestion state vector rn E {O, l}N where mn = 0 if 
the link is infree-flow (density is below critical density) 
and mn = 1 if the link is congested (density is above 
critical density). 

In the routing game, a population of non-atomic play­
ers [14] share the network, and every non-atomic player 
chooses a route in order to minimize their individual la­
tency [13]. If a player chooses link n, their latency is given 
by i!n(xn,mn), where i!n is a HQSF latency function [7] 
(horizontal queues, single-valued in free-flow). The latency 
function 

i!n: Dn --+ �+ 
(xn, mn) H i!n(xn, mn) 

(1) 

is defined on Dn = [0, x�axl x {O} U (0, x�ax) x {I}, and 
satisfies the following properties: 

• The latency in free-flow, i!n (·,0), is constant. We will 
denote its value by an and call it the free-flow latency. 

• The latency in congestion, Xn H i!n (xn, 1), is decreas­
ing from (0, x�ax) onto (an, +(0). 

• limxn--+x:;,ax i!n (xn, 1) = i!n (x�ax, 0) = an. 
As detailed in [7], in the case of horizontal queues, the 

latency is not uniquely determined by the flow. It depends on 
whether the link is in free-flow or in congestion, hence the 
dependency on mn. Intuitively, a given flow Xn corresponds 
to two different configurations: either few drivers moving 
fast (the density is low and the link is in free-flow), in which 
case the latency is low, or many drivers moving slowly (the 
density is high and the link is congested), in which case the 
latency is high. 

An example of HQSF latency function in this class is given 
in Fig. 1. We observe, as an immediate consequence of these 
assumptions, that the latency in congestion is always greater 
than the free-flow latency: \lxn E (0, x�ax), i!n(xn, 1) > an. 

We further assume, to simplify our discussion, that the 
free-flow latencies are different, and that links are ordered 
by increasing free-flow latencies: 

We denote by (N, r) an instance of the routing game on 
a network with N links under flow demand r. Pure Nash 
equilibria of the game (which we will simply refer to as Nash 

Fig. 1: Example of a triangular flux function, and the 
resulting latency function, as defined in section II-A. 

equilibria) are assignments (x, rn) such that every player 
cannot improve their latency by switching to a different link. 

Definition 1: Nash equilibrium of the routing game 

A feasible assignment (x,rn) E �� x {O,l}N is a Nash 
equilibrium of the routing game instance (N, r) if \lk E 
supp (x) , \In E {I, ... , N}, i!k(Xk, mk) :5c i!n(xn, mn). 

Here supp (x) denotes the support of x, i.e. the set of links 
n such that Xn > O. As a consequence of this definition, all 
links in the support of x have the same latency i!o, and links 
that are not in the support have latency greater than or equal 
to i!o. We will denote by NE( N, r) the set of Nash equilibria 
of the instance (N, r) . 

While a Nash equilibrium achieves minimal individual 
latencies, it does not minimize, in general, the system cost 

or total cost defined as follows: 
Definition 2: Total cost 

The total cost of an assignment (x, rn) is the total latency 
experienced by all players 

N 
C(x, rn) = L xni!n(xn, mn) (2) 

n=l 
In order to study the inefficiency of Nash equilibria, 

and the improvement of performance that the Stackelberg 
routing game can achieve, we focus our attention on best 

Nash equilibria and price of stability as a measure of their 
inefficiency (see for example [1]). The best Nash equilibrium 

(BNE) is defined to be the Nash equilibrium of least total 
latency BNE( N, r) = arg min C (x, rn) . It is shown 

(x;rn)ENE(N,r) 
in [7] that the minimizer is unique. 

In the Stackelberg routing game, a coordinator (a central 
authority) is assumed to have control over a positive frac­
tion a of the total flow demand r. We call a the compliance 

rate. The coordinator wants to route the compliant flow ar 

in a way that minimizes the system cost, while anticipating 
the response of the rest of the players, assumed to choose 
their routes selfishly after the strategy of the coordinator is 
revealed. We will refer to the flow of selfish players (1- a)r 

as the non-compliant flow. 

More precisely, the game is played as follows: 

• First, the coordinator (the leader) chooses a Stackelberg 

strategy, i.e. an assignment s E �� of the compliant 
flow. The assignment s needs to be feasible for the 
instance (N, ar) , i.e. 2::=1 Sn = ar. 

• Then, the Stackelberg strategy s of the leader is 
revealed, and the non-compliant players (followers) 
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choose their routes selfishly and form the best Nash 
equilibrium (t( 8), m( 8)), induced by strategy 8t• By 
definition, the induced equilibrium (t( 8), m( 8)) satis­
fies 

\:Ik E supp (t(8)) , \:In E {I, ... , N}, 
£k(Sk + tk(8), mk(8)) � £n(sn + tn(8), mn(8)) (3) 

In other words, (t( 8), m( 8)) is the best Nash equilibrium 
for the routing game (N, (1 - 0:)1) with latency functions 

in : Dn ---+ lR+ 
(Xn, mn) f-7 £n(sn + Xn, mn) 

(4) 

where Dn 6 [0, x�axl x {o} U (0, x�ax) x {I} and 
x�ax � x�ax - Sn (note that latencies in also satisfy the 
assumptions of the HQSF latency class). 

The total flow on the network is 8 + t( 8), thus the total 
cost is C( 8 + t( 8), m( 8)). Note that a Stackelberg strategy 8 
may induce multiple Nash equilibria in general. However, we 
define the assignment (t(8),m(8)) to be the (unique) best 
such equilibrium. 

We use the following notation: 
• (N, I, 0:) is an instance of the Stackelberg routing game 

played on a parallel network with N links under flow 
demand 1 with compliance rate 0:. The routing game 
(N, I ) is a special case of the Stackelberg routing game 
with 0: = 0. 

• S (N, I, 0:) C lR� is the set of Stackelberg strategies for 
the Stackelberg instance (N, I, 0:). 

• S* (N, I, 0:) is the set of optimal Stackelberg strategies 

defined as 

S*(N,r,0:) = argmin C(8 +t(8),m(8)) (5) 
sES(N,r,a) 

mines the congestion state vector of the equilibrium: links 
{I, ... , k - I} are in the support and are congested, and 
links {k + 1, ... ,N} are not in the support. Note that this 
also determines the flow vector: since link k is in free flow 
and in the support, its latency is £k(Xk, 0) = ak. Therefore 
every link in the support has the same latency, in particular 
\:In E {I, ... , k - I}, £n(xn, 1) = ak. The unique flow that 
satisfies this equality is referred to as congestion flow. More 
precisely, 

Definition 1: Congestion flow 

For 1 � n < k � N, the congestion flow xn(k) is defined 
as the unique flow in (0, x�ax) that satisfies 

£n(xn(k), 1) = ak (6) 
Note that the congestion flow xn (k) = £n ( -, 1) -1 (ak) is a 
decreasing function of k since ak is increasing in k and 
£n ( -, 1) -1 is decreasing. 

One can then show that all single-link-free-flow equilibria 
are of the form (xk,r, mk) where 

k 6 k 
m = (1, ... ,1,0, ... ,0) 

k-1 

(7) 

xk,r � (x1 (k), . . .  ,Xk-1(k),,- Lxn(k),O, ... ,o) (8) 
n=l 

Under such an assignment (xk,r,mk), we say that links 
{I, ... ,k -I} are k-congested. An example of single-link­
free-flow equilibrium is shown in Fig. 2. It is also shown 
in [7] that when the set of equilibria NE(N, r) is nonempty, 
it contains at least one single-link-free-flow equilibrium. 

B. Properties of Nash Equilibria a4 1------' 

We briefly review some properties of Nash equilibria for 
the routing game. For a more detailed discussion and proofs, 
we refer the reader to [7]. 

Consider a routing game instance (N, r) , and partition 
the set of Nash equilibria into single-link-free-flow equilibria 
(equilibria such that the last link in the support is in free­
flow) and congested equilibria (such that all links in the 
support are congested). One can show that these are indeed 
the only possible equilibria. 

The following lemma characterizes the congestion state 
vectors for single-link-free-flow equilibria: 

Lemma 1: Congestion states for single-link-free-flow 

equilibria 

Let (x, m) E NE (N, I ) ' Assume that 3j E supp (x) 
j-1 j 

such that mj = 0. Then m = (1, ... , 1 ,0, ... ,0) and 
supp (x) = {I, ... ,j}. 
The lemma states that if some link k in the support of 
a Nash equilibrium is in free-flow, this completely deter-

I We note that a feasible flow assignment s of compliant flow may fail 
to induce a Nash equilibrium (t, rn) and therefore is not considered to be 
a Stackelberg strategy. 

r - t xn(3) 
x2(3)xJ(3) 

n=l 

Fig. 2: Example of a single-link-free-flow equilibrium 
(x3,r, m3). Links 1 and 2 are exactly 3-congested, link 3 
is in free-flow, and link 4 is not in the support. 

Lemma 2: Best Nash Equilibria [7] 

For routing game instance (N, I ) , the unique best Nash 
equilibrium is the single-link free-flow equilibrium that has 
smallest support 

BNE(N,r) = argmin {max[supp (x)]} 
(x,rn)ENEr(N,r) 

As a consequence, the best Nash equilibrium can be com-
puted by simply enumerating all candidate single-link-free­
flow equilibria (xk,r, mk), starting from the smallest support 
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(k = 0). There are N such candidate equilibria, correspond­
ing to the congestion states (0, ... ,0) up to (1, ... ,1,0), 
and each candidate equilibrium is a vector in �N that can 
be computed in O(N), which corresponds to a worst-case 
time complexity of O(N2). This proves that computing the 
BNE is quadratic in the size of the network. 

Corollary 1: Let s E S(N, r, a) be a Stackelberg strategy 
for the Stackelberg instance (N, r, a), and (t( s), m( s)) its 
induced best Nash equilibrium. Then the last link in the 
support of t( s) is in free-flow. 

Proof" This follows from Lemma 2 and the observa­
tion that (t(s), m(s)) is the best Nash equilibrium for the 
instance (N, (l-a)r) and latencies in given by equation (4) . 

• 

III. OPTIMAL STACKEL BERG STRATEGIES 

In this section we study optimal Stackelberg strategies, i.e. 
Stackelberg strategies that induce Nash equilibria of minimal 
cost. We first define the non-compliant first (NCF) strategy, 
and prove that it is an optimal Stackelberg strategy, and that 
it can be computed in quadratic time. This result contrasts 
with the class of non-decreasing latency functions where 
the optimal Stackelberg strategy is shown to be NP-hard to 
compute, see [12]. The NCF strategy corresponds to: 

• first, computing the best Nash equilibrium of non­
compliant players alone, (t, m) = BNE(N, (1 - a)r), 

• then assigning the compliant flow by filling the remain­
ing links (i.e. those that are not congested under (t, m)), 
up to maximum capacity, starting with the lower free­
flow latencies. 

Intuitively, the best induced Nash equilibrium (t( s), m( s)) 
of any Stackelberg strategy s will be more congested than 
the best Nash equilibrium (t, m) of instance (N, (1- a)r). 
So if we can find a strategy s that induces equilibrium (t, m) 
and that has minimal cost, then one expects this strategy to 
be optimal. Next, we detail this idea by giving a precise 
definition of the NCF strategy s 

A. A candidate Stackelberg strategy: non-compliant first 

Let (t, m) denote the best Nash equilibrium for the routing 
instance (N, (1- a) r). Let k = max supp (t) be the last link 
in the support of t. Then we have from Equations (7) and (8), 

k 
m=(l, ... ,l,O, ... ,O) (9) 

k-1 
t = (x1(k), ... ,Xk_1(k),r - LXn(k),O, ... ,O) (10) 

n=l 
i.e. links {I, ... , k - I} are k-congested, and link k is in 

free-flow (see Fig. 3). 
We now define Stackelberg strategy s as the optimal 

assignment (i.e. of least cost) of compliant flow ar that 
induces equilibrium (t, m). It is easy to see that s is 
simply given by assigning the compliant flow to remaining 
links {k, k + 1, ... , N} successively, each up to maximum 
capacity. The strate�y s will assign x�la� - Ek on link k, 
then xr;� on link k + 1, xr;� on link k + 2 and so on. 

, , , 
sk 

ak ������� ak-1��----�------� 

81-1 

Fig. 3: Non-compliant first (NCF) strategy s and its induced 
equilibrium. Circles show the best Nash equilibrium (t, m) 
of the non-compliant flow (l-a)r: link k is in free-flow, and 
links {I, ... , k - I} are congested. The Stackelberg strategy 
s = NCF(N, r, a) is highlighted. 

Let I = min { i I ar - (I:�-==lk x�ax - tk) :2: O} be the least 
efficient link used by the Stackelberg assignment. Then s is 
given by 

(11) 

Equivalently, the total assignment x = s + t is given by 

- ( A (k-) A (k-) max max max 
X = Xl , ... ,Xk-1 ,Xk 'Xk+1'···'X1-1 ' 

k-1 I-I 

'" - '" 1+1 
r - � xn(k ) - � X�ax, ° , ... ,0 ) 

n=l n=k 
and the corresponding latencies are 

(12) 

k+1 1+1 
(ak,···, ak ,ak+1,···,al, 0 , ... ,0 ) (13) 

We will denote by NCF(N, r, a) = s the non-compliant 

first strategy for the Stackelberg instance (N, r, a). Fig. 3 
shows the total flow xn = sn + En on each link. Links 
{I, ... , k - I} are k-congested, links {k, ... , 1- I} are in 
free-flow and at maximum capacity, and the remaining flow 
goes on link I. 

In the next section we show that strategy s is indeed an 
optimal Stackelberg strategy. 

B. The Non-Compliant First strategy is optimal 

Theorem 1: The NCF strategy is optimal 

s = NCF(N, r, a) is an optimal Stackelberg strategy for the 
Stackelberg instance (N, r, a). 

Proof" Let s E S(N, r, a) be a Stackelberg strat­
egy for the Stackelberg instance (N, r, a) and (t, m) = 

(t(s), m(s)) be its induced best Nash equilibrium for 
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the non-compliant flow. We will show that C(x, m) 2: 
C(x, m), where x = 8 + t and x = 8 + l. 
The proof proceeds as follows: we first show that links 
{I, ... , l -I} are more congested under assignment (x, m) 
than under (x, m), in the following sense: these links have 
worse latency £n(xn, mn) 2: £nUrn, mn), and hold less flow 
Xn :s; xn· Then we conclude by lower bounding the cost 
C(x,m). 

Let k = maxsupp (t) be the link with largest free­
flow latency, in the support of the non-compliant flow. By 
corollary 1, we have mk = 0, i.e. link k is in free-flow 
under assignment (x, m) = (8 +t, m). It can be shown that 
k 2: k where k = max supp (l) (intuitively, since (l, m) 
is the best Nash equilibrium of the non-compliant players 
when they are not sharing the network with any other flow, 
the cost of this assignment (l, m) is less than the cost of 
any equilibrium after introducing additional flow 8. For a 
detailed proof, see [7]). 

Since k E supp (t), we have by Equation (3) defining the 
induced equilibrium, \:In E {I, ... , k -I}, £n(xn, mn) 2: 
£k(Xk, mk) 2: ak (the latency on k is less than or equal to 
the latency on any other link). We also have by definition of 
the candidate assignment (x, m ) and the resulting latencies 
given by Equation (13), \:In E {I, ... , k -I}, n is exactly 
k-congested under assignment (x, m). Thus using the fact 
that k 2: k, we have \:In E {I, ... , k -I}, £n(xn, mn) 2: 
ak 2: ak = £n(xn, mn), and Xn :s; xn(k) :s; xn(k) = Xn, 
obtained by inverting the latency function £n(., mn). 

We have from Equation (12) that \:In E {k, ... ,l -I}, n 
is in free-flow and at maximum capacity under assignment 
(x, m ) (i.e. xn = x�ax and £n(xn) = an). Thus \:In E 
{k, ... , l -I}, £n(xn, mn) 2: an = £n(xn, mn) and Xn :s; 
x�ax = xn. Therefore we have 

£n(Xn, mn) 2: £n(xn, mn) \:In E {I, ... , l -I} (14) 

xn:S;xn \:InE{1, ... ,I-I} (15) 

We note that \:In E {I, ... , k}, £n(xn, mn) = ak :s; al, and 
\:In E {k, ... ,l -I}, £n(xn, mn) = an :s; al, thus we have 

\:InE{I, ... ,l-l} (16) 

We also note that each link n E {I, ... , N} has latency at 
least an (the latency on a link is always greater than the 
free-flow latency) and an 2: al, thus 

\:In E {l, ... ,N} (17) 

We can now lower-bound the cost of the assign­
ment (x, m) . We have 

N 

C(x,m) = Lxnen(xn,mn) 
n=l 
i-I N 

= L xnen(Xn, mn) + L xnen(Xn, mn) 
n=l n=i 
i-I N 

� L xnen(Xn, mn) + L Xnai 
n=l n=i 

using (14) and (17). Then rearranging the terms we have 

l-1 
C(x, m) 2: 2)Xn - Xn)£n(Xn, mn)+ 

n=1 
l-1 N 
L Xn£n(Xn, mn) + L Xnal (18) 
n=1 n=l 

Then by (15) and (16) we have \:In E {I, ... ,l -I}, Xn -
xn :s; 0 and £n(xn, mn) :s; al, thus 

i-I i-I N 

C(x, m) � L(Xn -Xn)ai + L xnen(Xn, mn) + L xnai 
n=l n=l n=i 

But al (r -L�-==\ Xn) = Xl£l(Xl, ml) since supp (x) 
{I, ... ,l} and £l(xl,mL) = al. Therefore 

l-1 
C(x,m) 2: Xl£l(xl,ml) + L Xn£n(xn,mn) 

n=1 
= C(x,m) 

• 
Therefore the NCF strategy is an optimal Stackelberg strat-
egy, and it can be computed in polynomial time since it 
is generated in linear time after computing the best Nash 
equilibrium BNE(N, (1 - o:)r ), which was shown to be 
quadratic in N. 

Finally, we note that the NCF strategy is, in general, 
not the unique optimal Stackelberg strategy, but the set of 
optimal Stackelberg strategies can be expressed in terms of 
perturbations of the NCF strategy [7]. 

IV. NUMERICAL RESULT S 

A. Optimal Stackelberg routing on an example network 

In this section, we apply the previous results to a scenario 
of freeway traffic from the San Francisco Bay Area. Four 
parallel highways are chosen starting in San Francisco and 
ending in San Jose: 1-101, 1-280, 1-880 and 1-580 (shown in 
Figure 4a). We analyze the inefficiency of Nash equilibria 
due to selfish routing and lack of coordination, and show 
how optimal Stackelberg routing strategies (non-compliant 
first strategy) can improve these conditions. We first use 
price of stability [1] and value of altruism [2] to measure 
the improvement in performance achieved by optimal Stack­
elberg routing. For Stackelberg instance (N, r, 0:) , price of 
stability is defined as the ratio between the cost of the 
induced equilibrium, and the cost of the social optimum: 

POS(N, r, 0: ) = 

C (8 + tgl' m(8)) 

where 8 is the NCF strategy NCF(N, r, 0: ) , and C* = 

min(x,m) C (x, m) . The improvement achieved by optimal 
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Stackelberg routing with respect to a Nash equilibrium (0: = 

0) can be measured using value of altruism, defined as 

VOA (N, r, 0:) = 

POS(N, r, 0:) 
POS(N,r,O) 

Fig. 4b shows the latency functions for the highway net­
work considered, assuming a triangular fundamental diagram 
for each highway stretch (the resulting latency functions are 
decreasing harmonic in congestion. See [7] for a detailed 
derivation of the latency functions from a triangular funda­
mental diagram). Under free-flow conditions, 1-101 is the 

(a) Map of the network. 
140 r--r-"7T",......,�...----r---,.-r--r---, 
130 \ \ 
120 
110 
100 

90 

'. \ 
\ 

80 . - . - . - . - . - ...... ,,, 

70 -------- � 1-280 
1-880 

60 !=:::;:::::::::;:;::::::;==::;::::::;:C::��-E" '�1-5�80� 
o 100 200 300 400 500 600 700 800 900 

(b) Latency functions_ Demand is in cars 
per minute, and latency is in minutes. 

Fig. 4: Example highway network connecting San Francisco 
to San Jose. 

fastest route available between San Francisco and San Jose. 
But when 1-101 becomes congested, other routes represent 
viable alternatives. To analyze how congestion increases with 
demand, we compute the total cost for optimal Stackelberg 
strategies as a function of demand for increasing values of 
compliance rate 0:. The numerical results are summarized 
in Fig. 5. The price of stability plot in Fig. 5a shows that 
even with a small compliance rate, Stackelberg routing can 
decongest a given link n for a fixed flow demand. This shows 
the significant benefits of Stackelberg routing, especially 
around the critical regions of flow demand where the support 
of the best Nash equilibrium changes. 

More precisely, let r(n,a) denote the critical flow for 
Stackelberg instance (N, r, 0:) , defined by 

r(n.a) = inf {rln congested under (t(s), m(s))} 
,.. 

where s is a shorthand for the NCF strategy NCF(N, r, 0:). 
Then one can show that r(n,a) is increasing in the compliance 
rate 0:. Therefore if a link n is congested under best Nash 
equilibrium (r > r(n.O», optimal Stackelberg routing can 
decongest n if r ::; r(n.a). In particular, when the demand 
is slightly above critical demand r (n,O), link n can be 
decongested with a small compliance rate. This is illustrated 

demand 

(a) Price of stability 

0.9 

« 0.8 
� 

1000 1500 
demand 

(b) Value of altruism 
Fig. 5: Price of stability and value of altruism as a function 
of demand r for different values of compliance rate 0:. 

by the numerical values of price of stability and value 
of altruism on Figure 5, where a small compliance rate 
(0: = 0.05) achieves a significant decrease in the price of 
stability (thus significant value of altruism) when the demand 
is slightly above the critical values. We also note that for a 
fixed compliance rate 0: and increasing demand, Stackelberg 
routing can "delay" the congestion of a particular link n, i.e. 
increase the critical flow demand from r(n.O) to r(n.a). 

o 

Fig. 6: Price of stability 

Fig. 7: Price of stability as a function of compliance rate 0: 
and demand r. Iso-o: lines are plotted for 0: = 0.03 (dashed), 
0: = 0.15 (dot-dashed), and 0: = 0.5 (solid). 

Fig. 7 shows a full profile of price of stability as a function 
of demand r and compliance rate 0:. It shows in particular the 
congestion delay r(n,a) _r(n.O) for each link n. It also shows 
that being able to compute price of stability can be important 
for efficient planning and control. For instance, if the demand 
on the example network is 1100 cars/minute, price of stability 
is constant for compliance rates 0: E [0.14,0.46]. Therefore 
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if a compliance rate greater than 0.46 is not feasible, the 
controller may prefer to implement a control strategy with 
a close to 0.14, since further increasing the compliance rate 
will not improve efficiency. 

B. Scaling with the size of network 

To illustrate the performance of the algorithm as the size 
of the network scales up, we measured the computation time 
of the NCF strategy for 10 randomly generated networks of 
size N E [3,1000], with latency functions corresponding to 
randomly generated triangular flux functions. We fixed the 
compliance rate to be a = 0.4 and the demands to be 0.4 
and 0.8 times the maximum demand rNE(N). The results are 
given in Figure 8. As shown in Section III, the worst-case 
complexity of computing optimal Stackelberg assignments 
is quadratic in the size of the network, which is verified 
experimentally as illustrated in Figure 8 (the dashed line is 
a quadratic function that fits the data). 

g 
" .g 0.15 

0.1 

0.05 

-- r = 0.8 rNEIN) 
- - - quadratic fit 
,-, -, r = 0.4 rNE(N) 

200 400 600 800 
N 

Fig. 8: Computation time of the NCF strategy for increasing 
network size. 

Fig. 8 also shows that the computation time of the optimal 
Stackelberg strategy increases as the demand increases. This 
is due to the fact the best Nash equilibrium is computed using 
sequential search: the algorithm tests if a Nash equilibrium 
exists for a particular support, and if it fails to find such 
an equilibrium, increases the size of the support. As the 
demand increases, the algorithm will have to check for larger 
supports, which explains the increase in computation time. 

V. DISCU SSION AND OPEN PROBLEMS 

In order to address the inefficiency of Nash equilibria 
on parallel networks with horizontal queues, we considered 
the Stackelberg routing game where a central coordinator 
routes a fraction a of the total flow. We proved that for the 
HQSF latency class, the non-compliant first (NCF) strategy 
is optimal, and that it can be computed in quadratic time in 
the size of the network. We illustrated these results using 
an example network for which we computed the decrease 
in inefficiency that can be achieved using optimal Stackel­
berg routing. This example showed that optimal Stackelberg 
routing can achieve a significant increase in efficiency even 
for small values of compliance rate a, especially when the 
demand is near critical flows r(n,O). 

These results show that careful routing of a small com­
pliant population can significantly improve the efficiency 

of the network. The numerical results also show that for 
some ranges of demand and compliance ranges, Stackelberg 
routing can be completely ineffective (for example when 
the compliance rate is too low). Therefore identifying the 
ranges for which optimal Stackelberg routing does improve 
the efficiency of the network is crucial for effective planning 
and control. 

This work offers several directions of future research: 
the work presented here only considers parallel networks 
under static conditions (constant flow demand r, and static 
equilibria): one question is how one may dynamically steer 
the system from one equilibrium to a better one. For example, 
consider the case in which the players are stuck in a 
congested equilibrium, and assume a coordinator has control 
over a fraction of the flow. Can the coordinator steer the 
system to a single-Iink-free-flow equilibrium? And what is 
the minimal compliance rate needed to achieve this? Another 
question is how robust are the NCF strategy results? Do they 
hold for general network topologies? The extension of our 
results to general network topologies is still an open problem. 
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